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So how does this impact Computing Education?



Deeply.



🔥 Enter the ApocAIypse 🔥



Then (2021, Codex)



The Robots are Here!

Then (2021, Codex) Now (2023, GPT-4)







“If someone is using it all of the time, then 
they’re not actually processing what’s going 
on, just hitting tab, and they don’t know 
what exactly they’re implementing.”

Real student quotes
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because I’m relying on it to help me out.”



“If someone is using it all of the time, then 
they’re not actually processing what’s going 
on, just hitting tab, and they don’t know 
what exactly they’re implementing.”

 “It would make me a worse problem solver 
because I’m relying on it to help me out.”

 “I don’t have to know how to code, it would 
just do it for me.”

Real student quotes













Enter the RenAIssance



(Some) Opportunities

● Code solutions for learning
○ Exemplar solutions
○ Variety of solutions (Finnie-Ansley et al. ACE 

‘22)
○ Code review of solutions

● Producing learning resources (Sarsa et al. ICER ‘22)
○ Exercise generation
○ Code explanations (Balse et al. ITiCSE ‘23)
○ Illustrative examples

● New pedagogical approaches
○ Explaining algorithmic concepts clearly 

(MacNeil et al. SIGCSE TS ‘23)
○ Alleviating programmer’s writer’s block
○ Overcoming traditional barriers (Leinonen et al. 

SIGCSE TS ‘23)

(Some) Challenges

● Ethical issues (Lau & Guo, ICER ‘23)
○ Academic misconduct
○ Attribution
○ Code reuse and licensing
○ Sustainability

● Bias and bad habits 
○ Appropriateness for beginners (Dakhel et al. 

The Journal of Systems & Software ‘23)
○ Harmful biases
○ Security

● Over-reliance (Prather et al. TOCHI, to appear ‘23)
○ Reinforcing behaviours that impede 

learning (No, says Kazemitabaar et al. CHI 
‘23)

Programming Is Hard - Or at Least It Used to Be: Educational Opportunities and Challenges of AI Code Generation. SIGCSE Technical Symposium 2023. https://doi.org/10.1145/3545945.3569759



pair programming 
yesterday 

me & my AI

pAIr programming today



The Rainfall Problem 

Codex, 2021                   

GPT-4, today 



Codex, 2021 GPT-4, today



Changing Programmer Behaviours
CS1 students with no prior exposure to Copilot (2022), observation and interview. 

Novice programmers use Copilot:

● differently to experts
● directly to aid their problem-solving
● for initial guidance on what direction to take 

Observed behaviors aligned with prior work: “exploration” and “acceleration” (Barke et al. Proc. ACM 
Program. Lang. ‘23) and “wrestling” (Bird et al. CACM ‘23).
 
And two novel patterns: 

● “Shepherding” guiding Copilot to generate code. 
● “Drifting” slowly accepting Copilot’s suggestions, possibly playing around with them, but then 

backtracking and deleting the code, only to repeat the cycle from the beginning. 

James Prather, Brent N. Reeves, Paul Denny, Brett A. Becker, Juho Leinonen, Andrew Luxton-Reilly, Garrett Powell, James Finnie-Ansley, and Eddie Antonio Santos. 2023. “It’s Weird 
That it Knows What I Want”: Usability and Interactions with Copilot for Novice Programmers. ACM Transactions on Computer Human Interaction to appear arxiv.org/abs/2304.02491

http://arxiv.org/abs/2304.02491


2023: AI code generators can improve motivation (Prather et al, TOCHI ‘23, to appear) and… students 
can use them, are more productive with them, and are not over-reliant on them (Kazemitabaar et al. 
CHI ‘23)

Are frustrating, ineffective programming error messages a thing of the past?

What else might be a thing of the past? 

1950s - 2020: Programming error messages are a source of frustration, present substantial difficulty, 
and could be more effective (many, many papers)



AI developer productivity 
benefits could boost 

global GDP by over $1.5 
trillion.

GitHub Copilot has been activated 
by more than one million 

developers and adopted by over 
20,000 organizations

https://github.blog/2023-06-27-the-economic-impact-of-the-ai-powered-developer-lifecycle-and-lessons-from-github-copilot/



How will novice programmers learn in the future?

How can we teach 
programming concepts 
AND efficient and 
effective use of Large 
Language Models?



Promptly

Promptly: 
A tool for helping students learn 
how to construct effective 
prompts for generating code



Promptly

Visual representation of problem



Promptly

Student writes prompt for LLM



Promptly

Code is shown and evaluated



Promptly evaluation

• Introductory programming course (n~850)



What do students think?

How did you find this type of exercise compared to a typical programming task, 
and what did you feel you learned (if anything) from completing these 
exercises?

Theme Example

Learning/understanding “I feel like I understood how to approach coding problems 
better, as I was able to take a problem and explain my approach 
which the AI would write.”

Enjoyment/Engagement “This was a lot more fun than the other coding activities. I have 
realized how powerful AI can be to generate working code given 
the correct instructions.”

Challenging “I found this quite difficult at the start considering I didn't fully 
take into account how we were supposed to give the prompt and 
how precise we had to be.”



What do students think?

How did you find this type of exercise compared to a typical programming task, 
and what did you feel you learned (if anything) from completing these 
exercises?

Theme Example

Resistance “I don’t have much intention of using ChatGPT at the moment as 
I major in design and I have a strong belief in personal 
creativity.”

“You have just ruined every piece of self esteem I had regarding 
coding. I know full well that it would have taken me around 35 
minutes to figure out how to create those functions and that 
damn computer did it in seconds. Robots are going to own us 
within years.”



Next steps

“Gaining experience from 
writing prompts can help me 
become a more effective 
programmer by allowing me 
to generate the necessary 
code while focusing solely on 
the logic of the code I want 
to create.”



Thank you! Questions?


