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Number of papers on Generative AI at ITiCSE 2022 (Dublin): 
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www.manning.com/books/learn-ai-assisted-python-programming

https://www.manning.com/books/learn-ai-assisted-python-programming
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OPEN RESEARCH QUESTIONS

• Theory Building: e.g. What mental models do novices currently form both 
about the code that AI generates and about how the AI works to produce that 
code?

• Scaffolding Novice Understanding: e.g How can we add pedagogical 
scaffolds to the outputs of AI tools to help novices understand how they are 
coming up with their code suggestions or explanations?
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OPEN RESEARCH QUESTIONS

• Tailoring AI coding tools for pedagogy: Move from efficiency to understanding

• Adapting IDEs for AI-aware pedagogy: How can we redesign IDEs to foster code 
comprehension and critique?

• Equity and access: How can we design curricula that use these AI tools in such a way 
to work toward greater equity and access?

• Efficacy studies: How can we tell whether AI tools in introductory courses make 
students more effective?
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OPEN RESEARCH QUESTIONS

• Evaluating AI-aware assessments: Can we effectively assess student 
knowledge if future students collaborate with AI tools on their assignments 
(and perhaps even on exams)?

• How will these tools affect upper-level courses?

• What about the non-programming aspects of computing? Algorithms? 
Hardware? 

• How can these tools help us deal with scale?
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Not Just Code



Not Just Software
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www.businessinsider.com/universities-ditch-ai-
detectors-over-fears-students-falsely-accused-

cheating-2023-9

www.bloomberg.com/news/newsletters/2023-09-
21/universities-rethink-using-ai-writing-detectors-to-
vet-students-work
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WHAT DO WE KNOW RIGHT 
NOW?

• This is going to be everywhere and it’s not going away (soon, at 
least)



WHAT DO WE KNOW RIGHT 
NOW?

• Yes, these tools are quite capable

• Yes, we need to keep an eye on assessment but l think the panic is 
over. This is not a new problem really. And the solutions are as always 
very similar to the old ones.

• GenAI detectors don’t work. Or at least can’t be trusted, which I think 
means doesn’t work. 

• Students are using GenAI but should probably do so less

• Educators are using GenAI but should probably do so more

• We aren’t going to just be teaching about AI any more – we are 
going to be teaching with it, while our students are using it. 

• In education, AI is one thing; Generative AI is another.











WHERE ARE WE GOING?
• GenAI as a Pair Programmer (or, copilot           ) 

• GenAI as a virtual TAs? 

• AI in Education community (see AIED conference): Mastery Learning combined with Personalised Tutoring 
= success. They’ve been saying that AI was going to get us here for decades. 

• Will this change our intakes? Curricula? Hidden/Implicit Curricula?

• Are we going to be forced to not ignore the research we’ve been ignoring for the last several decades 
(Pair Programming (see above) being a notable exception)? 

• Are we teaching our computing students as not just the (future) creators of this tech, but the consumers? 

• Will we need to reshape EVERTHING? Think about assessment – most ChatGPT/assessment/plagiarism 
conversations are relatively specific to a single course/institution/context. But could we be facing 
something that transcends all disciplines? 

• Will we grade students in terms of the improvement they demonstrate between week 1 and week done, and not on if 
everyone met the same learning outcomes? 



WHERE ARE WE GOING?

• Are we teaching our computing students as not just the (future) creators of this 
tech, but the consumers? 

• Are we teaching through the lens of the Turing Trap? 

• Will we need to reshape EVERTHING? For instance, will we grade students in 
terms of the improvement they demonstrate between week 1 and week 12, 
and not on if everyone met the same learning outcomes? 
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